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Abstract 

In this paper an unsupervised clustering method for 

the Capacited Vehicle Routing Problem is proposed. 

Advantages and disadvantages of the proposed 

algorithm are weighed, and comparisons are made to 

some clustering algorithms commonly used in the 

literature to tackle routing problems. Experimental 

tests were performed using Solomon and 

Hering/Homberger benchmarks applied to different 

distributions. The proposed algorithm is demonstrated 

as effective for the attempted problem, with the ability 

to improve upon weaknesses in some of the clustering 

algorithms in the literature. 
 

Keywords: Centroid, Customer, Euclidean Distance, 

Heterogeneous Population, Cluster. 
 

 

1. Introduction 
 

At the present time, there are many optimization 

problems considered intractable [16], which have 

been tackled by different heuristic methods in an 

attempt to improve the best known results. According 

to literature, an appropriate segmentation of Routing 

Problems allows them to be addressed more easily by 

optimization methods. The most useful techniques to 

perform this segmentation are the unsupervised 

methods focused on obtaining clusters [8, 13], which 

allow for disjointed clusters of elements in a 

heterogeneous population. 

In some cases, results of these algorithms are used 

as initial solutions for another solution method. This 

is one reason these methods play an important role in 

different research areas, such as psychology and 

social sciences [8], biology, statistics, pattern 

recognition [10], image compression, video and more 

recently, data mining [15]. They have been applied to 

combinatorial problems classified as NP-Complete 

[15], such as Graph Coloring [2] and the Routing 

Problem and its variants [1, 3], among others. 

Clustering Algorithms have been applied to 

different Optimization Problems. In [25], three 

clustering algorithms based on k-medoids are 

proposed. These algorithms are applied to develop an 

algorithm selector starting from seven different 

heuristics, evaluating them based on a sample of 2430 

instances of the Bin Packing Problem. In [26], the 

proposed decomposition technique called Capacited 

Clustering Algorithm is applied to the General 

Distribution Problem. The algorithm divides the 

problem by applying the classic k-means. An extra 

centroid is created to assign nodes into new clusters, 

taking into account the vehicle capacity. In [27], a k-

means improved algorithm by phases is applied to the 

Vehicle Routing Problem with Time Windows. The 

first phase makes the centroids selection. The second 

phase distributes customers into clusters using the 

nearest centroid rule, and the third recalculates 

centroids.  

All of the previous work served as precedent for the 

development of the proposed algorithm. The 

proposed algorithm is clearly different from its 

predecessors; these differences are explained in 

section four. 

The VRP (Vehicle Routing Problem) and its 

variants, such as the Capacited Vehicle Routing 

Problem (CVRP) are some of the most studied 

optimization problems in Computational Sciences. 

Due to its complexity, this problem has been 

attempted by clustering methods, which allow the 

generation of clusters of customers, minimizing costs 

within each cluster [3]. Based on its efficacy and 

efficiency for certain sizes of instances, the methods 

most commonly used for this problem are k-means 

and its variants [9, 11]. 

The quality of results for each problem depends on 

the clustering algorithm applied and the problem and 

the instances to solve. This is due to the sensitivity of 

some clustering methods to changes in distribution or 

large amounts of data.  



   

This paper proposes a clustering method for the 

Capacited Routing Problem. The proposed method 

incorporates strengths of some commonly used 

algorithms in addition to minimizing some of their 

weaknesses. It also incorporates constraints of the 

problem, obtaining an effective clustering algorithm.  

This paper is divided into seven sections. Section 2 

explains the clustering problem, the desirable features 

of clustering algorithms and the main features of the 

clustering algorithms most commonly used for 

Routing Problems. In section 3, a conceptual 

description of the Capacited Vehicle Routing 

Problem is presented. Section 4 describes the 

proposed clustering algorithm. Section 5 reports the 

experimental results that show the efficacy of the 

proposed algorithm. Finally, future research and 

conclusions are presented. 

 

2. Clustering Problem 
 

Generating k clusters from a heterogeneous 

population of N elements is considered an NP-

Complete Problem [15], even when the points to be 

grouped are in a two-dimensional Euclidean space 

[6]. Heuristic methods are applied to these problems, 

because there is no known deterministic algorithm 

that solves them in polynomial time. 

   An analysis is performed of the characteristic 

information of the evaluated data in the attempt to 

solve the clustering problem. In the case of the 

Routing Problem, the distance between customers is 

used to assign them to each vehicle. Grouping the 

most similar elements together will increase the 

quality of the clusters. 

   The clustering analysis used to divide the problem 

could be described as a discovering tool, because it 

allows relationships to be found among the elements 

of the population [7].  
 

2.1. Desirable Features for the Clustering 

Algorithms 
 

In the literature [14], the desirable features for the 

clustering algorithms can be described in a general 

way. 
 

 Scalability. 

 Randomly formed groups. 

 Minimal input parameter requirements. 

 Ability to deal with noise.  

 Insensitivity to initial order. 

 Insensitivity to the type of distribution. 
 

Clustering algorithms have different behavior 

depending on the population they assess. It is 

noteworthy that the features expected of an algorithm 

are based on the problem they are designed for, so 

that not all clustering algorithms are effective and 

efficient for all problems. 

 
3. Capacited Vehicle Routing Problem 

 

The Capacited Vehicle Routing Problem (CVRP) is 

a complex combinatorial problem, classified in the 

literature as NP-Complete [15]. 

The CVRP is a very important problem, not only 

for computer sciences, but for different areas. For 

example, because it addresses key problems of area 

such as distribution and logistics, it is important to 

industry. 

Given the complexity of this type of problem, high-

performance supercomputing infrastructure, such as 

Grid computing, is used in the search and 

improvement of solutions [29]. 

The problem is formally defined as a set of N 

customers with a demand  d, which must be met by a 

vehicle k of the set K of available vehicles, so that the 

sum of the customers’ demand assigned to a vehicle k 

do not exceed the maximum capacity C of the 

vehicle. It is noteworthy that the starting and ending 

point of all vehicles is the depot. Once all the 

customers have been assigned and all vehicles 

involved have finished their routes, is said that a 

solution for the problem has been found. 

These features are represented by a Binary Integer 

Lineal Programming Model in [17] (Figure 1).  
 

min 𝑓 = ∑ ∑ 𝑐𝑖𝑗  𝑥𝑖𝑗𝑘                                                           
(𝑖,𝑗)∈𝐴𝑘∈𝐾

 (1) 

𝑠. 𝑎.  

∑ ∑ 𝑥𝑖𝑗𝑘 = 1

𝑗∈∆+(𝑖)

                          ∀𝑖 ∈ 𝑁                           

𝑘∈𝐾

 (2) 

∑ 𝑥0𝑗𝑘 = 1

𝑗∈∆+(0)

                                   ∀𝑘 ∈ 𝐾                              (3) 

∑ 𝑥𝑖𝑗𝑘 − ∑ 𝑥𝑖𝑗𝑘 = 0            ∀𝑘 ∈ 𝐾 ∈, 𝑖 ∈ 𝑁

𝑖∈∆+(𝑗)𝑖∈∆−(𝑗)

               (4) 

∑ 𝑥𝑖,𝑛+1,𝑘 = 1                           ∀𝑘 ∈ 𝐾                              

𝑖∈∆−(𝑛+1)

 (5) 

∑ 𝑑𝑖 ∑ 𝑥𝑖𝑗𝑘 ≤ 𝐶

𝑗∈∆+(𝑖)𝑖∈𝑁

                         ∀𝑘 ∈ 𝐾                            (6) 

𝑥𝑖𝑗𝑘 ≥ 0                                                  ∀𝑘 ∈ 𝐾 ∈, (𝑖, 𝑗) ∈ 𝐴      (7) 
𝑥𝑖𝑗𝑘 ∈ {0,1}                                            ∀𝑘 ∈ 𝐾, (𝑖, 𝑗) ∈ 𝐴          (8) 

 

Figure 1. Binary Integer Lineal Programming Model for 

the CVRP [17] 

Equation 1 (Figure 1) defines the objective 

function, which minimizes the total cost of the route, 

and implicitly the reduction of the required quantity 

of vehicles. Constraints in 2 specify that each 

customer must be addressed by at most one vehicle. 

Constraints in 3 ensure that the number of customers 

attended by vehicle k from the depot at the beginning 



   

of the route is one. Constraints in 4 specify that the 

number of vehicles arriving to a customer is the same 

number of vehicles leaving that customer. Constraints 

in 5 guarantee that only one node connects with the 

depot at the end of route. Constraints in 6 ensure that 

the sum of the demand of all customers assigned to a 

vehicle k must not exceed the maximum capacity of 

vehicle. Constraints in 7 guarantee the non-negative 

values of variables x, and constraints in 8 define the 

lineal model as a binary integer lineal model. 
 

3.1.  Graphical Representation 
 

A CVRP instance can be represented by a 

disjunctive graph forming a clique (Figure 2a). On the 

graph, each vertex corresponds to a customer i with a 

demand d, which must be satisfied by a vehicle k. 

Each vehicle k corresponds to a route Rn, where the 

maximum capacity of an assigned vehicle must be 

respected. The objective is to minimize the total route 

cost and the number of vehicles used. A solution can 

be represented as a digraph (Figure 2b). 

 
a)                                  b) 

Figure 2. a) Disjunctive Graph, b) A possible solution for 

an instance of 8 customers. 

In the digraph corresponding to a solution (Figure 

2b), constraints specified in the mathematical model 

are fulfilled. In this solution three routes are defined, 

the order of attention to customers is indicated, and 

the capacity constraints of each vehicle are fulfilled 

and defined. 
 

3.2. Clustering Algorithms 
 

The CVRP has been approached using various 

heuristic methods due to its complexity. For instance, 

clustering algorithms have been used, which allow 

the division of the problem, creating clusters based on 

the nearest customer. 

There are several features of clustering algorithms 

which are commonly applied to Routing Problems. 

The following discussion highlights their advantages 

and disadvantages. 

 Classic k-means. This involves the Partitioning 

algorithm which is based on minimizing the inner 

distance to the cluster centroid. K-means has been 

the most widely used algorithm for combinatorial 

problems due to its easy implementation and 

relative efficiency for certain instance sizes [18, 

19, 20 and 21]. One disadvantage is that the 

algorithm needs to know the number of clusters to 

create. Another is that all the centroids are 

randomly and simultaneously created as a point in 

space.  

This means that the centroids and distances 

have to be recalculated, which leads to a decrease 

in the efficiency of the algorithm when managing 

populations of thousands or millions of data. 

Another disadvantage is that the algorithm shows 

weakness in dealing with clusters of arbitrary 

shape or of different sizes [20]. 

 PAM (Partitioning Around Medians). This 

variant of k-means partitions a population into a 

previously established number of clusters. The 

advantage is that it is a more robust method than 

k-means, and according to the literature is very 

efficient for small databases. For very large 

populations however, this algorithm is not 

recommended, due to its scaling problems [21, 22, 

and 23]. 

 ISODATA. This algorithm uses Iterative Self-

Organizing Data Analysis Techniques. Its 

advantages lie in its flexibility. It requires an 

initial approximation of the number of clusters to 

create, which could be adjusted automatically, 

enabling removal of small clusters [24]. Another 

advantage is that ISODATA is not sensitive to 

changes in data distribution. One disadvantage is 

that the algorithm may become inefficient when 

evaluating very large instances [24]. It requires 

tuning values such as maximum number of 

iterations, threshold value among clusters, and 

threshold values among elements within the same 

cluster, which requires a trial and error process in 

the experimentation [24].  

 Batchelor and Wilkins. This algorithm creates 

clusters based on a threshold without specifying 

the required number of clusters. It demonstrates 

good efficiency when there are changes in the data 

distribution. However, the method is very 

sensitive to threshold values, so it is necessary to 

perform a sensitivity analysis to determine the 

appropriate value without compromising the 

efficacy of the algorithm [24]. 

 

4. Proposed Clustering Algorithm 
 

A Clustering Algorithm is proposed to work out the 

CVRP (CA-CVRP). The algorithm capitalizes on the 

advantages of the algorithms described in point 3, 

while minimizing some of their disadvantages. The 

proposed algorithm is scalable and robust, and able to 

generate clusters of good quality for the CVRP. 

Differences between existing algorithms in the 

literature and the proposed method are clear. They are 



   

most notorious with [25], where a k-means algorithm 

is used. With this k-means algorithm, as well as those 

in [26] and [27], there is the disadvantage of needing 

to set the number of clusters to create. This 

disadvantage is improved in the proposed algorithm, 

because it does not require knowledge of the number 

of cluster to generate. 

The proposed algorithm does not require 

recalculation of the centroids to incorporate isolated 

customers, unlike [25, 26, and 27]. Instead, the 

algorithm takes into account the constraints of the 

problem when performing the clustering. Because of 

this, feasible solutions are obtained without the 

application of another method such as insertion 

heuristics. 
 

4.1. Development of CA-CVRP 

 

The CA-CVRP (Clustering Algorithm – Capacited 

Vehicle Routing Problem) is an unsupervised 

heuristic method, which emerges from the analysis of 

advantages and disadvantages of several existing 

methods. 

 
Figure 3.  CA-CVRP Algorithm. 

    The CA-CVRP algorithm is presented in Figure 3. 

At the beginning, the algorithm reads the input 

benchmark. Subsequently, it performs the calculation 

of Euclidean distances corresponding to customers 

and the depot, whose values are calculated using 

formula 9 [28] and are stored into an N x N matrix. 
 

𝑑𝑖,𝑗 = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2                             (9) 
 

Then a centroid is randomly selected. It is worth 

mentioning that unlike other clustering methods [26], 

for this algorithm a centroid is a customer, which 

eliminates the need for recalculating distances and 

centroids in each iteration. Once the centroid is 

selected, the search begins for the nearest customers, 

evaluating the demand and the capacity constraint of 

vehicles. If the selected customer exceeds the 

maximum capacity of the current vehicle, that 

customer is discarded, and the search for another 

customer that can be assigned to the current cluster 

continues. On the other side, another route is 

generated, until all customers have been assigned to a 

vehicle. 

The approach of the proposed algorithm avoids 

recalculating distances at each step, thus reducing the 

computational time. In addition, it is not necessary to 

know the number of clusters to generate, because the 

algorithm reduces the total number of routes, as well 

as the total cost of the solution. 

 

5. Experimental Results 
 

Experimental tests were performed using the 

benchmarks of Solomon, and Hering / Homberger on 

their three types of distribution: Clustered data (C 

type), Random data (R type) and Clustered-Random 

data (RC type) to prove the efficacy of CA-CVRP. 

Experimental results allow scalability and sensitivity 

to change and the type of distribution to be proven. 

The tests were performed on a laptop with an Intel 

Quad-core processor i7 at 1.73 GHz, and a RAM of 6 

GB., over Visual C 2008.  

   For the selected benchmarks, four instances were 

used, three of 100 customers (C101, R101, and 

RC101) and one of 1000 customers (RC110_1), it 

pertaining to the distribution RC. The literature marks 

RC as the most difficult to treat. 
 

 
Figure 4.  Example of results obtained by CA-CVRP for 

instances a) C101, b) R101, c) RC101 

 



   

There were 30 tests conducted for each instance. 

The obtained results correspond to clustering 

(feasible solutions) generated for each instance. An 

example of the results obtained for each instance are 

shown below in Figures 4a (a, b, c) and 5. 

 
Figure. 5.  Example of results obtained by CA-CVRP for 

the instance RC110_1 
 

In Figure 5, three of the 94 obtained clusters are 

highlighted because the number of clusters is too 

large to indicate all of them. According to the results 

obtained for instances of 100 and 1000 customers, 

clusters of high quality can be observed, because 

there are no outliers (isolated customers). In addition, 

the time needed to generate a solution is minimal. 

Therefore, it is considered a fast algorithm.  

Table 1 presents the average time for 30 tests per 

instance, as well as the best and worst clustering 

obtained by proposed algorithm. In [27], the fewest 

number of clusters obtained for the instances are 

presented, results which are similar to those obtained 

by the proposed algorithm. It is noteworthy that the 

results are similar because the problem used in [27] is 

a variant of the problem used in this work. 
 

Table 1. Average of obtained results for each executed 

instance. 

Benchmark Min_Num 

Clusters 

Max_Num 

Clusters 

Time 

(secs.) 

C101 9 9 6 * 10-5 

R101 8 8 6 * 10-5 

RC101 8 9 7 * 10-5 

RC110_1 93 94 6 * 10-3 
 

The obtained results show that the algorithm meets 

the proposed objective because it shows good 

development for instances of any size, and is 

insensitive to changes in the type of data distribution. 

The advantages presented by the proposed algorithm 

that compare to those presented in [20, 21, 22, 23, 

and 24] were: 

 No need to know the number of clusters to generate. 

 Insensitivity to changes in the type of distribution. 

 Scalability. 

 Reduction of the distance among customers within a 

cluster. 

 No need to recalculate distances or centroids. 

 Incorporation of the capacity constraint of CVRP. 
 

CA-CVRP is fast, as shown in experimental tests, 

where the average of 30 test per instance shows  that 

for 100 customers a solution is obtained in 7 x 10-5 

seconds, while for 1000 customers it spend 6 x 10-3 

seconds,  yielding good quality clusterings.  

It is noteworthy that the benchmarks used have 

different distributions, but obtain similar results in 

quality and speed. In this case, there is no discussion 

of efficiency, because is necessary to perform 

comparative tests with other clustering algorithms to 

ensure the efficiency of the proposed algorithm. 

 

Conclusions 
 

The algorithm CA-CVRP proposed in this paper, was 

developed specifically for the Capacited Vehicle 

Routing Problem. The algorithm is based on the 

approach of the nearest customer, taking customers as 

centroids, and evaluating specific constraints of the 

problem, which avoids the need to recalculate 

distances and centroids at each iteration. 

The proposed algorithm does not need to know the 

number of clusters to generate. In addition, it does not 

require another heuristic to evaluate the problem 

constraints, because the algorithm obtains feasible 

solutions. 

According to experimental tests using benchmarks 

of 100 and 1000 customers, using three different 

types of distribution, there were effective results 

obtained in a minimal time. In addition, the algorithm 

showed itself to be robust. 

 

Future Work 
 

A comparative analysis with other clustering 

algorithms applied to CVRP, such as k-means, PAM, 

ISODATA, and Batchelor and Wilkins algorithm will 

be performed. The three types of distribution (C, R, 

and RC), will be taken into account to prove the 

efficiency of the proposed algorithm. 
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