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ABSTRACT In this paper, a computational methodology combining the simulated annealing algorithm with
twomachine learning techniques to select a near-optimal safeguard set for business risk response is presented.
First, a mathematical model with four types of risk factor responses (avoid, mitigate, transfer, and accept)
is constructed. Then, the simulated annealing algorithm is applied to find a set of near-optimal solutions
to the model. Next, these solutions are processed by the k-means clustering algorithm for identifying three
categories, and with a decision tree classifier, the most relevant elements of each one are obtained. Finally,
the categorized solutions are shown to the decision-makers through a user interface. These stages are
designed with the aim of the users can take an appropriate safeguard set and develop one specific and optimal
program to respond to business risk factors. The results generated by the proposed approach are reached in
a reasonable time using less computational resources than those used by other procedures. Furthermore,
the best results obtained by the simulated annealing algorithm use a lower business budget, and they have a
relative-error less than 0.0013% of the optimal solution given by a deterministic method.

INDEX TERMS Risk factor to bankruptcy, metaheuristic, machine learning, k-means, decision trees.

I. INTRODUCTION
In the present day, any business organization works in a
changing environment exposing it to external and internal
risk factors. Business risk factors are all those actions or
elements that could diminish the business profit or lead it to
failure [1]–[4]. They are commonly organized in five main
categories: governance, strategic, financial, operational, and
compliance [1]. Risks factors require an adequate response
to the achievement of the strategic business objectives. Their
attention must begin with early identifying the causes that
trigger them [5]. In its treatment, decision-making about all
the applicable actions to modify the detected risk factors
is implied [6], [7]. It is essential to generate optimal plans
for providing adequate risk factors attention, and the exis-
tence of a suitable communication of the actions and factors
to be monitored. This promotes a favorable organizational
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environment, which is the foundation of a productive and
competitive business [8]–[11].

The selection of safeguards (preventive or corrective mea-
sures attending risk factors) represents an organizational chal-
lenge since it is often needed to reduce threats in a short time
with a limited budget. The ALARP (As Low As Reasonably
Practicable) principle standing that the best cost-benefit anal-
ysis must be reflect in the weight the decision-making gives to
several attributes [12], [13]. This is since both the uncertainty
and the possible consequences are linked to various alter-
natives. Cost alone should never be the justification, since
besides direct financial loss, indirect economic impacts such
as more extended business interruption and the reputation
impact, can cause more substantial concern due to their pos-
sible overall financial scope [14].

There are multiple methodologies for risk assessment
[1]–[4]. Many of them apply risk matrices depending entirely
on the skills, experience, and critical thinking of the emula-
tors. The methodology described in this paper agrees with
the decision-maker skills but proposes the realization and
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weighting of more than one response to each factor, that is,
designate many types of responses. However, it is essential
to use critical thinking and experience to identify various
solutions to the risk factors. Subsequently, the safeguard justi-
fication is assessed with the William Fine method [15]–[19],
computing the cost factors, and the degree of correction or
the improvement benefits in the organizational environment.
In particular, cost factors should include the economic aspect
and the degree of effort required to implement the safeguard
(training time, resistance to change, and so on). Economic and
competitive risks have been classified as natural, operational,
physical, and electronic risks [20], and the Project Manage-
ment Institute (PMI) [2], [21] divides the risk responses into
four categories: avoid, transfer, mitigate, and accept. In both
cases, a matrix is first generated using a set of possible safe-
guards, such as portfolio choices, and the optimal response
for each risk factor is obtained by solving a combinatorial
problem.

On the other hand, CPLEX is a high-performance math-
ematical programming solver for linear, mixed-integer, and
quadratic programming [22]–[25], and R is one of the most
significant tools for computational statistics, perception, and
data science [26]. R is enriched with many packages and
libraries for diverse applications. In particular, the Rglpk
package is a high-level interface to connect R with CPLEX
[27]. Then, among the multiple options available to solve a
mathematical model, it can be observed that, regardless of
the programming language used, it is necessary to consider
three points for the use of any software: (1) build the model,
(2) set the solver parameters, and (3) compute and extract the
solution [28]. However, it is known that several combinatorial
optimization problems are NP-complete [29], and mathemat-
ical programming solvers can be spending excessive time
finding the best solution. Other strategies, such asmetaheuris-
tics (MHs), can be applied to reach near-optimal solutions
in a reasonable time. They are reliable and straightforward
strategies for solving complex problems [30], [32]. MHs, try
to simulate both intelligent processes and behaviors observed
in nature and other disciplines. They are characterized by
combining the search space exploration to identify promising
areas and exploit these areas to improve the known solution
or solutions.

In particular, concerning the treatment of business risks
throughMHs, several frameworks to solve decision problems
in many business areas are described in the existing literature.
In Reference [33], a review of the use of evolutionary algo-
rithms (EAs) to solve diverse financial problems such as fraud
and bankruptcy detection, credit portfolio, credit scoring,
and forecasting, among others, is provided. Authors include
several EAs such as genetic algorithms (GAs), genetic pro-
gramming (GP), multi-objective EAs (MOEAs), among oth-
ers. Furthermore, in Reference [34], a GA is applied to
solve a financial optimization problem by maximizing the
profits and minimizing the default probability. In Reference
[35], the simulated annealing (SA) algorithm, GA, and par-
ticle swarm optimization (PSO) are combined in a hybrid

decision-making method to solve portfolio optimization
problems with different risk measures. Reference [36]
describes a data-driven threshold accepting-heuristic opti-
mizing financial risks with operational data.

Reference [37] describes the use of several MOEAs such
as the Non-Dominated Sorting GA-2 (NSGA2), and the
Strength Pareto EA-2 (SPEA2) to solve the Business Pro-
cess Optimization (BPO) problem. The authors provide a
set of BPO alternative solutions for several experimental
and real-life scenarios and produce satisfactory results, since
this approach generates diverse designs, and selects those
with optimal objective values for business processes in less
time. Furthermore, in Reference [38], a GA-based procedure
is applied in a computer security decision-support system
seeking a near-optimal combination of threats costs, safe-
guards, and the impact on assets. In Reference [39], a multi-
objective tabu-search method to minimize the risk of network
vulnerabilities is developed. In Reference [40], a GP-based
approach to generate fuzzy association rules used in one
intrusion detection system is described.

Finally, machine learning techniques such as classifiers,
clustering algorithms, and feature selection methods have
been used to treat business risks. Reference [41] uses a Sup-
port Vector Machine (SVM) classifier and the Dynamically
Growing Self-Organizing Tree (DGSOT) clustering algo-
rithm to implement an intrusion detection system. Reference
[42] describes another intrusion detection system, including
four stages using machine learning techniques: preprocess-
ing, classification, feature reduction, and feature selection.
Reference [43] proposes an adaptive method with logical pro-
cedures for detection of anomalies and cyber-attacks, based
on the coveragematrices of features and the use of elementary
classifiers.

In the previous paragraphs, the business risk treatment is
approached over particular types of risks such as operational
risks, financial risks, and those related to informatic security.
The use of an integral approach attending all business risk
factors, including the industrial risks and its competitivity,
compliance with regulations, and all financial and operational
aspects, is crucial to achieving the business objectives. Fur-
thermore, althoughMHs such as GA, GP, and PSO have been
used to treat business risks, the use of the SA algorithm is
reported in only one study to solve portfolio optimization
problems.

In this paper, a new methodology to address business
risk factors with a mathematical optimization model is pre-
sented. This methodology combines the SA algorithm with
two machine learning techniques to select a near-optimal
safeguard set to implement a robust business risk response
program. The main contributions of this methodology are the
follows:

1) The definition of a mathematical model for the treat-
ment of the risk factors in all business areas, based on
four types of risk factor responses.

2) The use of an efficient MH such as the SA algorithm
to reach near-optimal solutions to the mathematical
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model, which uses less computational resources than
those used by the CPLEX solver.

3) The combined use of two machine learning methods to
categorize the near-optimal solutions, and to identify
the most relevant elements to be included in an optimal
response plan to risk-decision making.

4) The implementation of a user-interface using dynamic
tables to facilitate the decision-makers the creation
of an optimal plan for the attention of business risk
factors.

The rest of the paper is structured as follows: Section 2 out-
lines the theoretical framework to build this computational
methodology. The mathematical formulation of the opti-
mization model, the simulated annealing algorithm, and the
two machine learning techniques used in this proposal are
described in Section 3. In section 4, the six steps comprising
the methodology proposed in this paper, are detailed. The
experimental study, including the results of a real case study
and ten random instances, is discussed in Section 5. Finally,
Section 6 holds the conclusions and the future work of this
proposal.

II. THEORETICAL FRAMEWORK
In this research, the theoretical framework adopted is based
on two pillars. The first one consists of a conceptual model
to identify the risk factors and the risk level maintained by
the business. A set of safeguards for four types of responses
(avoid, mitigate, transfer, and accept) is implemented using
a framework suggesting the best practices for attending busi-
ness risks. The other pillar is the use of amathematical formu-
lation of the problem and the application of the SA algorithm
to find a set of near-optimal solutions. These solutions are
processed by two machine learning algorithms to identify
three categories consuming the budget in different ways and
give different benefits to business security.

The risk factors are those that can difficult the fulfillment
of the company’s mission, vision, and strategic objectives.
They can be derived from the nature of its activities or the
company’s external conditions [44]–[46]. On the other hand,
safeguards are actions taken to anticipate, minimize, mitigate,
or otherwise treat the adverse impacts associated with vulner-
able activity [47].

A. SAFEGUARDS (COUNTERMEASURES) MODEL
Once the risk factors have been identified, a safeguards model
can be proposed [21]. The model is a set of selected actions
allowing for anticipating, minimizing, mitigating, or other-
wise treating the adverse impacts triggered by those risk
factors. Risk factors must be identified based on (1) a valid
and efficient operation, (2) the adequate internal controls, and
(3) following the laws and regulations. Furthermore, the safe-
guards model should consider the implementation costs and
possible losses if no actions to resolve any risk problem are
taken.

B. RISK ASSESMENT SCALES
In this paper, two methodologies are used to risk quantifica-
tion: the PMI framework [2], [20], [47]–[49], and theWilliam
Fine method [15].

PMI is a framework based on the exact information
obtained from the company. First, the risk factors are grouped
based on the possible effect (positive or negative) on a given
objective (time, cost, scope, or quality). Next, four strategies
are defined to deal with the risks: avoid, transfer, mitigate,
and accept.

On the other hand, the William Fine method is used to
facilitate the expedited control of the risks (accidents and job
losses). This method first assigns a priority level for each risk,
and one estimated cost for the implementation of corrective
actions contemplated to eliminate them. Next, it computes the
justification value of the safeguard benefit.

The risk score R is determined as follows:

R = C × E × P (1)

where C is the consequence rating value, E is the expo-
sure value, and P is the probability value, which values are
obtained applying the Table 1.

TABLE 1. Values for William Fine’s process.

The justification value of the safeguard benefit is computed
as follows:

J = R/(CF × DC) (2)

where CF is the cost factor, and DC is the degree of correc-
tion, which values are taken from Table 2.

III. MATHEMATICAL FORMULATION OF THE
OPTIMIZATION MODEL
The safeguards selection can be modeled as a binary integer
linear programming (ILP) optimization problem [29], [50].
This model uses a set of risk factors and a safeguards matrix
Ma×s, where a is the number of risk factors, and s is the
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TABLE 2. Values for William Fine’s Cost justification.

number of safeguard types could being implemented for each
risk factor. Each safeguard value Ji,k , i = {1,. . . ,a}, k =
{1,. . . ,s}, represents the justification to reduce the i-th risk
factor using the k-th type of safeguard, with an implementing
cost CSi,k . The values CSi,k and Ji,k are computed using the
William Fine method.

Then, the optimization model proposed in this paper is as
follows:

min(f ) = min

[
a∑
i=1

s∑
k=1

CSi,k
Ji,k

xi,k

]
(3)

subject to
a∑
i=1

s∑
k=1

CSkxi,k ≤ P (4)

s∑
k=1

xi,k ≤ 1 i = {1, . . . , a} (5)

xi,k =

{
1 if Si,k is selected
0 otherwise

(6)

The objective function (3) represents the total benefit-cost
ratio for the selection of safeguards. Constraints in (4) avoid
exceeding the budget P. Constraint in (5) ensures that one
safeguard can be selected for each risk factor. Constraints in
(6) indicate, with the binary variable xi,k , that the k-th type
of safeguard for the i-th risk factor is or not selected. It is
assumed that Ji,k > 0 and CSi,k > 0, for each i = {1,. . . ,a}
and k = {1,. . . ,s}.

A. THE SIMULATED ANNEALING ALGORITHM
SA is an algorithm inspired in a type of thermodynamic
behavior [51]. It has been widely successful in solving com-
plex optimization problems due to its ability to escape from
local points by accepting not good solutions [52]–[54]. SA is
a simple algorithm whose competitive results are achieved in
a short time due to its asymptotic convergence.

The SA process begins with an initial feasible solution
ω0, and with the initialization of the control parameter T.
With an iterative structure, SA disturbs one candidate solution
until T reaches a value less than the stop criterion. During
this process, in each iteration a new candidate solution is

selected from de neighborhood of the current solution. These
solutions are compared, and the best one is chosen as the new
current solution. In some cases, one not improving candidate
solution is accepted to escape a local optimum and to continue
searching for better solutions. The probability of taking these
solutions depends on the T parameter, which decreases in
each algorithm iteration using a control coefficient α. A num-
ber of parameters need to be adjusted to ensure the algorithm
convergence [55], [56]. They are shown in Table 3.

TABLE 3. The SA parameters.

It is clear that when SA perturbs only one solution in each
stage of its iterative process, it promotes the solution space
exploitation. Furthermore, by the use of its acceptance crite-
ria, the solution space exploration is encouraged. Although
other MHs such as GA, GP, and PSO have demonstrated to
reach near-optimal solutions for diverse optimization prob-
lems, they consume more computational resources than that
used by SA. These MHs disturb a set of candidate solutions
in each step of their iterative process, and this implies the
evaluation of several solutions, unlike SA, evaluating only
one candidate solution.

However, one correct setting of the control parameter T
and the definition of one useful stopping criteria are crucial
to the algorithm convergence since the use of inadequate
values can affect the SA performance. Some straightforward
methods to parameter setting can be found in the existing
literature [57].

The SA-based algorithm used for this work is described
in Section 4, where a candidate solution ω is defined by the
set of selected safeguards addressing the risk factors. The
cost function f (ω) is the benefit-cost ratio of a set of chosen
safeguards. The neighborhood of a current solution �(ω) is
defined as the set of feasible solutions generated by disturbing
the response type of the selected safeguard, for a given risk
factor.

B. MACHINE LEARNING
Machine learning procedures aim to allow an agent (sys-
tem, device, or program) to learn when their performance
improves with experience [58]–[62]. In this work, two
machine learning techniques are used to generate optimal
plans for adequate attention to business risk factors: The
K-means clustering algorithm and a decision tree classifier.
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K-means is an unsupervised learning algorithm dividing a
dataset instances into a certain number of groups according
to an optimization criterion [63]–[65]. It has been identified
as one of the most popular clustering algorithms [66]–[68].
If the number of clusters is k , the algorithm determines a set
of k centroids C ={c1,. . . ,ck}∈Rd for a set of n instances
on one d-dimensional vector D ={x1,. . . ,xd}∈Rd, where the
following error function is minimized:

E(C) =
∑

min|x − ci|2 x ∈ Di = {1, . . . , k} (7)

On the other hands, decision tree induction is a supervised
learning procedure to build a hierarchical classifier [69], [70].
Decision trees represent in a graphical form a set of decision
rules to determine the class membership of unclassified
instances [71], [72]. They are commonly used in decision
analysis, helping identify the relevant items to reach a
goal. Each tree node usually contains one attribute, and the
branches leaving it corresponding to the possible attribute-
values. In order to classify a new instance, the classifier
first evaluates the root node, and the instance is filtered
downwards until a leaf is found, which corresponds to the
instance class [73]–[77].

The decision tree induction process requires using a crite-
rion to select the attribute evaluated in each new tree node.
This criterion measures the goodness of split, i.e., how well
the instances are discriminated between classes. In this work,
the Gini index is used, since it is applied in one of the most
efficient induction classifiers: the CART method [78]. Gini
index measures the impurity of an attribute concerning the
classes. Given the probabilities for each class pi, the general
Gini function is defined as follows:∑∑

j6=i
pipj = 1−

∑
p2i (8)

C. COMPUTATIONAL COMPLEXITY
Computational complexity is a computer science area focus
on to classify and compare the computational problems based
on the difficulty level to solve them, i.e., the number of
resources required to find a solution to a problem using some
algorithm [79]. In particular, ILP problems can be classified
as P or NP problems [80]. For those ILP problems con-
sidered NP problems, a near-optimal solution can be found
in polynomial time using non-deterministic computational
methods. On the other hand, since the CPLEX solver uses the
branch-and-cut algorithm [81], [82] to solve an ILP problem,
it always finds an optimal solution to the problem. However,
the computational resources utilized increasing at an expo-
nential rate according to the problem data.

In the present work, a binary ILP optimization model to
business risk response is developed. The theoretical study
to know if this particular model belongs to P or NP classes
has not been performed, which is part of one future work.
The importance that when there is no knowledge of the
theoretical complexity of a problem, it always has a near-
optimal solution through some MH. In this work, the pro-
posed optimization model is solved using the SA algorithm,

which has the advantage of its simplicity and of being a rather
fast method with less memory usage [83].

Since of the combinatorial nature of ILP optimization
problems, CPLEX users may have difficulties getting good
performance with them. CPLEX has many parameters allow-
ing customize the way the algorithm operates. While this
variety provides many alternatives to improve the solver
performance, a user cannot realistically experiment with all
the possible combinations of parameter settings. Reference
[28] indicates that, before trying to improve the algorithm
performance, it is needed previously to locate the current
bottleneck.

IV. METHODOLOGY
In this research, a quantitative model to estimate the risk
levels is developed. The response strategies are applied by
optimizing the set of safeguards that are implemented with a
limited budget. This methodology is described in six stages,
as is shown in a flowchart in Fig. 1. In the following para-
graphs, these stages are detailed.
Step One (Data Collection): The main business-data are

required to identify the risk factors in all business areas. The
internal strengths and weaknesses, as well as the external
opportunities and threats, are identified using one SWOT-
analysis qualitative questionnaire [84] (see Appendix A).
This questionnaire is applied to discover the bankruptcy deci-
sion rules applied by the experts [85].

There are 32 factors used by one of the largest Korean
commercial banks. They are categorized into six risk areas:
industry risk (IR), management risk (MR), financial flexibil-
ity (FF), credibility (CR), competitiveness (CO), and operat-
ing risk (OP). Fig. 2 shows the 32 factors in these six areas.
The risk score for weaknesses and threats is computed using
the William Fine tables.
Step Two: A selection of safeguards for each risk factor is

conducted in this step. For each risk factor, a possible action
for each response type (accept, mitigate, transfer, or avoid) is
needed. The correction-levels reached, and the implementa-
tion costs are then defined using the William Fine tables.
Step Three: This step concerns the development of the

mathematical model, including adjusting the objective func-
tion and the constraints for the optimal selection of safe-
guards. This is a binary ILP model described by (3)-(6).
Step Four: In this stage, the binary ILP model is solved

using the SA algorithm. SA is executed repeatedly to obtain
several near-optimal solutions. The heuristic adaptation, solu-
tion structure, benefit-cost matrix, and the feasible solutions
within the neighborhood are presented below.

The format for the safeguards for the risk factors is as
follows:

s = {JT ,CT (x1,1, . . . , x1,s), (x2,1, . . . , x2,s), . . . ,

(xa,1, . . . , xa,s)} (9)

where JT is the total justification of the benefit for implement-
ing the set of safeguards selected, CT is the total cost of the
implementation, xi,k ∈ {0,1}, is 1 if the response k is taken to
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FIGURE 1. Flowchart for the methodology for Treatment of Business Risk Factors.

FIGURE 2. Factors in six business areas.

factor i, or 0 if it is not selected. Table 4 shows the structure
of values for each safeguard for each risk factor.

The solution structre ω is described as follows:

ω = {JT ,CT ,(k1, . . . ,ka)} (10)

where ki is the type of response to the safeguard implemented
for each i-th risk factor, i ∈ {1,. . . ,a}.

The algorithm 1 shows the SA-based approach used in
this methodology. The parameter values are defined as fol-
lows: First, T0 is set to 2ρ, where the standard deviation
ρ is obtainded using a set of candidate solutions selected

TABLE 4. Structure of the safeguards values.

at random [57]. The Markov chain length L is defined as
follows:

L = a× s× (a× s− 1) (11)
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where a is the number of risk factors, and s is the number
of safeguard types. This value determines the number of
iterations in the Metropolis cycle, which is described in lines
5-19 of Algorithm 1. Furthermore, the SA external cycle
is showed in lines 4-21. In particular, line 6 describes the
creation of a new solution, line 7 computes the diference in
the energy cost, and the acceptation criteria is showed in lines
8-15. The selection of the best solution of the SA algoritm is
described in lines 16-18. Finally, the neighborω’ is created by
randomly select the elements described in (10), and consistent
with all problem constraints.

Algorithm 1 SA-Based Algorithm
1 ω0← Compute the initial solution
2 T0← Initial value of the control parameter
3 ω← ω0, ω∗← ω0, T ← T0, Tf← β × T0
4 while T ≥ Tf do
5 for each i ∈ {1, . . . ,L} do
6 ω’← �(ω)
7 1← f (ω’) − f (ω)
8 if 1 < 0 then
9 ω← ω’
10 else
11 ρ ← random uniform value in [0,1]
12 if ρ ≤ e1/T then
13 ω← ω’
14 end if
15 end if
16 if ω∗ > ω then
17 ω∗← ω

18 endif
19 end for
20 T ← α × T
21 end while

Reference [86] describes the computational complexity of
the SA algorithm as follows:

O(τS ln |R|) (12)

where τ is the maximum number of steps required to generate
and evaluate a solution, S is the neighborhood size, and R is
the size of the solution space.

Based on the input parameters for the algorithm 1, a and
s, it is possible to evaluate the complexity of Algorithm 1.
If τ = as2, S = as(as – 1), and R = sa. Then, (12) can be
represented as follows:

O(as2as(as− 1) ln|sa|) (13)

And, simplyfing (13), the computational complexity of
the SA algorithm used to solve the Risk Decision-Making
optimization problem, is as follows:

O
((
(as)4

(
1−

1
as

))
ln (s)

)
(14)

Step Five (Categorize the solutions): The near-optimal
solutions generated by the SA algorithm are categorized into

three clusters through the K-means clustering algorithm. This
procedure is implemented using the cluster R package [87],
as is shown in Algorithm 2.

Algorithm 2 R Script for Clustering Using the k-Means
Method
1 library(cluster)
2 k < − 3 # number of groups
3 dataset < − A set of SA near-optimal

solutions 4 results < − kmeans
(dataset,k)

5 clusplot(dataset,results$cluster,
color = TRUE,

6 shade = TRUE,labels = 2,lines = 0)
7 # Add the cluster number to each solution
8 dataset <- cbind(dataset,cluster =

results$ cluster)
9 # Write the dataset in an external

file

The categorized solutions are processed to identify each
group’s relevant elements utilizing decision trees [88]. This
procedure is implemented using the rpart and rpart.plot R
packages [89], as is shown in Algorithm 3.

Algorithm 3 R Script for Inducing Decision Trees
1 library(rpart)
2 library(rpart.plot)
3 dataset < − Clustered solutions
4 dt < − rpart(cluster ∼.,method =
‘‘class’’,data = dataset)

5 print(dt)
6 rpart.plot(dt)

Step Six (Visualization of Solutions): The solutions are
shown to the decision-maker in a spreadsheet, in a user inter-
face with dynamic tables [90]. All possible solutions with the
assigned category are displayed. This presentation helps the
decision-makers develop a specific and optimal program for
the attention to business risk factors.

V. EXPERIMENTAL STUDY
In this section, the experimental study adopted to analyze
and compare the methodology performance is presented.
First, the experimental methodology applied in this proposal,
and the definition of the algorithm parameters is detailed.
Then, the experimental results and the statistical tests carried
out to evaluate these results are outlined. Finally, a discus-
sion about the performance of the proposed methodology is
provided.

A. EXPERIMENTAL METHODOLOGY
Two experiments are conducted: first, the proposed scheme
is applied in a Mexican company from the private sector to
analyze the pertinence of the provided solution, and then,
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TABLE 5. Benchmark with 10 datasets.

a benchmark of ten datasets randomly created is used to con-
duct an statistical analysis and to evaluate the methodology
performance. Table 5 shows the values of the ten datasets
created at random.

The Mexican company belongs to the hydrocarbon sec-
tor and is located in Cuernavaca, Mexico. It has extensive
experience in civil protection consulting, providing advice
for compliance with general administrative provisions and
applicable regulations of international hydrocarbon stan-
dards. The questionnaire to identify risk factors is applied
to the company manager, having the adequate academic and
professional experience to answer questions about risk man-
agement. Eleven risk factors are identified and quantified.
A brainstorming is carried out to identify possible safeguards
for the four types of responses, selecting 44 of them according
to the company’s needs and possibilities. Fig. 3 shows a
semaphoring graph with the risk level for all factors, where
red boxes identify the risk factors.

Furthermore, Fig. 4 shows the 44 safeguards ordered by
type of response, for each risk factor detected in the com-
pany. The safeguard values and the implementing costs are
computed using the William Fine method, which values are
shown in Table 6 and Table 7, respectively. Furthermore,
the maximum budget defined by the company is 66 monetary
units.

This study is carried out on a computer with Intel Core
i3 CPUs and 4 GB RAM. The results of the SA algorithm
are compared with those obtained by the CPLEX solver
through the Rglpk package. Table 8 shows the SA parameters.
90 independent runs of the SA algorithm are conducted,
to get several near-optimal solutions and to apply the machine
learning methods included in the proposed methodology.

B. RESULTS
1) DETAILS FOR THE MEXICAN COMPANY RESULTS
Fig. 5 shows the best solution reached for each of the 90 runs
of the SA algorithm. Based on the total justification of one
solution, they are used to build three categories through the
k-means clustering algorithm. The averages, standard devi-
ations, minimum and maximum values for each cluster are
shown in Table 9.

Three well-differentiated groups are shown in Fig. 6.
However, Table 9 shows that some solutions have higher

TABLE 6. Justification matrix.

TABLE 7. Cost matrix.

TABLE 8. SA parameters.

TABLE 9. Averages, standard deviation, and minimum and maximum
values for each created cluster.

implementation costs in cluster 2 but with lower justification
degrees than those in cluster 1. This information must be
provided for an adequate decision of the decision-makers.

Fig. 7 shows a decision tree induced using the clustering
algorithm values: JT, CT, objective function value, and the
number of assigned cluster. In this tree can be observed that
when the JT value is not less than 1895, the solution of the
selected safeguards belongs in Cluster 1. Furthermore, if the
JT value is between 844 and 1895, the solution is in Cluster 2,
and when the JT value is lower than 844, the solution is in
Cluster 3.
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FIGURE 3. Risk levels of the 32 factors identified in the real case study (Risk in red, no risk in green).

FIGURE 4. Possible safeguards V1 (Human resources management), V2 (Indirect financing), V3 (Efficiency
of the sales network), V4 (Degree competition product/service), V5 (Sensitivity of affecting your
product/service to changes in macroeconomic factors), V6 (Short and long term business planning),
V7 (Direct financing), V8 (Other sources of financing), V9 (Stability of transactions, absence of major
crises), V10 (Sale price and settlement condition), and V11 (Reliable information for decision making).

Finally, to obtain the most relevant risk factor of each
cluster, a decision tree is induced using the responses types
suggested in each solution, as shown in Fig. 8. In this tree can

be observed that when the risk factors 3 and 6 are mitigated,
the solution belongs in Cluster 1. If factor 6 is mitigated, and
factor 3 is accepted, transferred, or avoided, the solution is in
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FIGURE 5. Best solutions of the 90 algorithm runs.

FIGURE 6. Groups classified by total justification.

FIGURE 7. Decision tree induced using the cluster information.

FIGURE 8. Decision tree using the response type for risk factors.

Cluster 2. Finally, if the risk factor 6 is accepted, transferred,
or avoided, the solution is in Cluster 3. With this information,
the decision-maker can consider the responses type to treat
the most relevant risk factor.

TABLE 10. An example of selection chosen for the decision-maker.

TABLE 11. SA and CPLEX solutions for the Mexican company.

The last step of the proposed methodology is to visualize
the near-optimal solutions in a user interface, as shown in
Fig. 9. Dynamic tables in the spreadsheet allow the decision-
maker to choose a specific solution and to see the selected
safeguards, the type of response for each factor risk, as well
as the JT and CT values. Furthermore, Fig. 10 shows a spread-
sheet where the decision-maker can select one solution of
each cluster and see the safeguards, and the type of response
for each factor risk. A detailed description of this interface is
provided in Appendix B.

As an example, a near-optimal solution selected by the
decision-maker is the one with a total justification of 2,261,
and one implementation cost of 60.93 monetary units.
Table 9 shows the safeguards and the type of response for
each risk factor defined in this selected solution.

2) CPLEX AND SA RESULTS FOR THE MEXICAN
COMPANY
Table 11 shows all different near-optimal solutions obtained
by the SA algorithm and belonging in cluster 1, as well
as the solution found using CPLEX throws the Rglpk
package.

In this Table can be observed that the CPLEX solver
obtains a better solution than those found by the SA algo-
rithm, concerning the total justification of implementing the
safeguards set, but using a total cost higher than themaximum
budget defined by the company.
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FIGURE 9. User interface to select a near-optimal solution.

FIGURE 10. User interface to select a near-optimal solution.

TABLE 12. SA and CPLEX solutions for random instances.

3) RANDOM INSTANCES
Table 12 shows the results obtained by the CPLEX solver and
the SA algorithm with the ten random instances. This Table
shows the time (in seconds), the memory used (in MB), and
the value of the objective function of the mathematical model
introduced in this paper. The last column in Table 12 shows
the relative error of the near-optimal solution obtained by SA
with reference to the solution reached by the CPLEX solver.

It is observed that the SA algorithm always reach near-
optimal solutions, using less memory than that used by the

FIGURE 11. Memory used by the compared procedures.

CPLEX solver, as is shown in Fig. 11. On the other hand,
the runtime of the SA algorithm increases as the problem
size rises.

C. STASTISTICAL ANALYSIS
Before performing the statistical analysis of the results gen-
erated by the compared methods, one study of the three con-
ditions to apply a parametric test is conducted: independence,
normality, and homoscedasticity [91]. The independence
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FIGURE 12. Q-Q plots for solutions quality.

FIGURE 13. Box plots for solutions quality.

condition is evident since they are independent runs of the
compared algorithms. Normality is verified through one Q-Q
plot analysis to compare the quartiles from the data observed.
Finally, a homoscedasticity analysis to check equality of
variance is performed using the boxplot graph and the Bartlett
test [92]. These conditions are evaluated for three compared
measures: solutions quality, memory usage, and the runtime
of the algorithms.

1) SOLUTION QUALITY
The Q-Q plot in Fig. 12 shows that there is no normality of
the data in the two methods since the points do not lie on the
diagonal of the graphs. Furthermore, the behavior observed in
both graphs is practically the same as the data is very similar.

Fig. 13 shows that the boxes for each method are the same,
implying that data homoscedasticity exists.

Since one of the three assumptions to apply a para-
metric test such as ANOVA is not fulfilled, a robust test
such as the Welch and Box procedures [93]–[95] should
be used. On the other hand, the near-optimal results of
the SA algorithm are very similar to those reached by the
CPLEX solver, with a relative error of 0.0013% in the worst
case. If a statistical analysis using robust ANOVA is per-
formed, the null hypothesis cannot be rejected, implying
the compared algorithms have the same behavior. The SA
behavior with the random instances is significant since the
CPLEX solver always uses an exact method to obtain the
optimal global solution, as long as the necessary computa-
tional resources are available, as in the case of the memory
usage.

FIGURE 14. Q-Q plots for (a) running time, and (b) memory usage.

2) MEMORY USAGE AND RUNNING TIME
Figure 14 presents the Q-Q plots to compare memory
usage and running time of the compared procedures. In this
Figure can be observed that normality condition is not accom-
plished both memory usage and running time.

The homoscedasticity condition for the running time and
memory usage are analyzed using the Bartlett test. The result-
ing p-values are 2.2 x 10−16 and 4.978 x 10−16, respectively.
Since both are less than a significance level of 5%, it is
concluded that the results have different variances, and data
homoscedasticity does not exist. In both cases, the Welch
test is applied to verify if statistical differences exist in
both variables. The p-values obtained are 0.1985711 and
2.055245 x 10−12, respectively. These values indicate there
is no statistical difference in running time, but it does exist
for memory usage.

D. DISCUSSION
The development of this research refers to optimizing the
responses of risk factors. Its importance lies in supporting
the risk decision-making process using a limited budget,
focus on improving the company’s maximum benefits. The
implementation of the methodology and the advantages of
the solution found in the real case study depend on several
elements provided by the company, such as (a) the informa-
tion veracity, (b) the operative characteristics, c) the needs
exposed, and d) the capabilities. It is observed that the SA
algorithm generates near-optimal solutions for the optimiza-
tion model constructed. These solutions are refined using
machine learning procedures to be categorized in a group,
providing to the decision-maker more than one possible solu-
tion, and, since the best group has repeated solutions, it is an
indication that it may be the best solution. The more relevant
risk factors to be treated in the solutions grouped in cluster
1 are identified using a decision tree induction procedure,
showing that factors three and six should be mitigated.
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With the experimental results of the ten instances created
at random and the procedure implemented in this paper,
the benefits of the solution categorization are perceived: The
clustering algorithm identifies the best near-optimal solu-
tions consistent with the budget limitation, and the CPLEX
solver is unable to get a feasible solution. Regarding memory
usage, the benefits of a non-deterministic heuristics, such
as the SA algorithm, can be observed. The CPLEX solver
uses the branch-and-cut algorithm implementing a systematic
enumeration of solutions in a rooted tree, and consuming
more memory resources than those used by the neighborhood
structure used by the SA algorithm.

In light of the results obtained in this experimental study:
1) A new methodology considering the six more important

risk areas in companies is developed. This methodology is
applied in a real case study carrying out the identification and
evaluation of risk factors. A matrix of safeguards is created
by applying the William Fine method. When executing the
SA algorithm, multiple near-optimal solutions are obtained.
These solutions are categorized using a clustering algorithm
by the resource use levels and their benefits. In the Mexican
company, the risk factors V6 (Short and long term business
planning) and V3 (Efficiency of the sales network) are iden-
tyfied. They are treated using the S6,2(Prepare strategic plan,
annual projection, budge) and S3,2 (Prepare advertising plan,
direct sales team preparation and technology plataform) safe-
guards, respectively. Through a user-interface for decision-
making, the business managers can use an informatics tool
contributing to the generation of an attention plan to business
risk factors. Being well managed, it would avoid business
failure.

2) The optimization model is solved using the SA algo-
rithm. The parameter tuning is performed based on the stan-
dard deviation of the ten dataset instances created at random.
SA is effective in providing near-optimal solutions with a
lower budget than that of the optimal solution reached by the
CPLEX solver.

3) In the ten instances generated with simulated data,
the SA algorithm efficiency and effectiveness are evalu-
ated by contrast with the optimal solution generated by the
CPLEX solver. SA obtains the global optimum in all cases
in a reasonable time and consumes fewer memory resources,
statistically proving that there is a means difference in the
memory usage.

VI. CONCLUSIONS AND FUTURE WORK
The methodology presented in this work has shown to be
effective for decision-making, helping managers obtain a set
of near-optimal solutions with a limited budget. The SA
algorithm provides a set of near-optimal solutions, being one
of the research contributions. The optimal solution reached by
the CPLEX solver, by using a limited budget, did not provide
any solution, but the proposed methodology generates it.
The proposed model minimizes the justification-cost ratio of
implementing a solution, according to the ALARP principle.
The results show that the maximum justification (the benefits

FIGURE 15. Paper-based questionnaire.

FIGURE 16. Paper-based questionnaire.

for the company) is near the maximum possible value for this
instance, and the cost is less than the budget assigned by the
manager.

Concerning the research objectives, the methodology has
been evaluated with real data of the company risk conditions.
A user-interface for decisionmaking is also developed. In this
interface, the set of solutions classified in three groups is
loaded: solutions consuming almost the entire budget with
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FIGURE 17. User-interface.

the most significant justification, low-cost solutions, they are
solutions with lower cost but with a basic justification level
(minimum security). Statistical analysis to evaluate signifi-
cant differences between the compared methods shows that
neither presents specific gaps in their efficacy and temporal
behavior. On the other hand, significant differences are found
in the memory usage. This behavior indicates that the algo-
rithmic proposal implemented with the SA algorithm for the
optimization of risk decision-making can compete efficiently
with the CPLEX solver.

This methodology is designed to adjust the number of
responses to risk elements. Four response types (accept, mit-
igate, transfer, or avoid) are used in the real case study.
These are the ones that are implemented in the best practices
suggested by the PMI when analyzing risk treatment but can
be expanded or reduced as appropriate, allowing to be used
in various environments where the solution is structurally
equivalent.

As a future work, the allocation of costs and benefits to the
safeguards may be considered dependent on each other, that
is, the degree of correction of a risk factor may vary depend-
ing on its selected treatment. This modification could be
treated with a fuzzy-logic-based approach and a bi-objective
optimization model. In addition, the use of this methodology
may be expanded by integrating factors that do not present
a risk to the company but that can promote its development
providing with strategies increasing business strengths and
opportunities.

APPENDIX A
BUSINESS FACTORS QUESTIONNAIRE
The questionnaire is online in https://goo.gl/forms/3R2Laq
WDKsp8HvV33. A paper-based questionnaire is shown in
Fig. 15 and Fig. 16.

APPENDIX B
DECISION-MAKING USER INTERFACE
Fig. 17 shows a description of the user-interface. The ele-
ments of this interface are the follows:

a) Select a test between the three SA test. Each one has
30 executions or solutions.

b) Select the number of the solution, the cluster to which
it belongs will appear in position c.

c) Indicates the cluster to which the chosen solution
belongs.

d) The color of the bar indicates the section where the
safeguards of the chosen solution for each risk factor
Vi appear in a text, the type of each.

e) Bars that indicate what type of response each safeguard
has for the chosen solution.

f) Values of the chosen solution. Justification is the max-
imum value close to the optimum of the benefit. Total
Cost is the value in monetary units that are exercised
by the said solution.

g) It is the cost-benefit function that has been optimized.
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