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Abstract

This paper presents a general methodology for the conversion of sequential evolutionary algorithms into
parallel evolutionary algorithms using OpenMP, independent of the problem being approached. Because of
the diversity of existing problems and the variation between each one, it is difficult to find a standard or a

method to make problems parallel. Analyses that are specific to problems being approached exist, but there

is not a general methodology. This article shows its methodology by applying it to a combinatorial optimiza-

tion problem of Vehicle Routing with time windows, using an evolutionary heuristic with intelligent muta-

tion and k-means clustering as a solution method. This paper shows the analysis of the sequential algorithm
and the task assignment to each processor in the parallel algorithm. The justification of the elements used for
the conversion of sequential and parallel versions is also shown.

Keywords: sequential algorithm, parallel algorithm, genetic algorithm, Vehicle Routing Problem with

time windows.

Introduction

Heuristics can be effectively used to approach solu-
tions of combinatorial problems, but because the compu-
tation times can be very long, parallel computation has
arisen as an alternative in order to decrease the time spent
searching for solutions [1].

The process of decomposition of a sequential algo- .

rithm to a parallel algorithm implies the data parallel-
ism and the functional or control parallelism. The first,
data parallelism, is when several processors are as-
signed data items and each processor conducts the same
operation concurrently on its data. In other words, it
executes SIMD (Simple Instruction Multiple Data),
which utilizes the same sequence of instructions on dif-
ferent data items. The second, functional or control

parallelism, involves applying different operations si-
multaneously on different data items, which are execut-
ed on MIMD machines (Multiple Instruction Multiple
Data). In order to make a process parallel, it is neces-
sary to take into account its granularity (number of se-
quential instructions that the process includes). When it
is a process with many instructions, it is considered
coarse-grained, when it is a process with a smaller
number of sequential instructions, it is considered fine-
grained.

There are different ways to design a parallel algorithm.
In this paper, a sequential genetic algorithm is converted
into a parallel genetic algorithm, exploiting the parts that
are able to be parallelized [2]. The initial sequential evolu-
tionary algorithm is a genetic algorithm that yields a solu-
tion to the Vehicle Routing Problem with Time Windows
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Fig. 1. Algorithm Conversion Methodology.

(VRPTW). It 1s necessary to take inte account that the
genetic algorithm is a heuristic algorithm and so it is dif-
ficult to parallelize [3]. Cantu-Paz [4] classify parallel ge-
netic algorithms into three categories: a) global paralleli-
zation, which consists of carrying out iterations of the
search method with the primary intention of reducing the
run time of the method, not obtaining greater exploration
of solutions, b} coarse-grained, and c) fine- grained. The
last two classifications are defined according to the popu-
lation size.

The steps suggested by Corona and Moreno [5] to par-
allelize a genetic algorithm are: to identify the components
in which a significant computational gain can be obtained
(for example: evaluation of the neighboring solutions in
the landscape); to make a hierarchic scheme with coopera-
tive techniques searching multithreads to improve the
time, solution quality, computational efficiency, and the
robustness of the search; to define the control functions of
the processes to parallelize. In section two, this paper
show the general methodology for the conversion of a se-
quential genetic algorithm to a parallel genetic algorithm.
The methodology applied is the one proposed by the au-
thors of this paper. In section three the general methodol-
ogy for conversion is applied to the GA-VRPTW sequen-
tial genetic algorithm. Section four includes the
conclusions drawn.
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General Methodology for the Conversion

Work has been done on parallel algorithms for differ-
ent types of problems in order to diminish the run time
on the solution search, as mentioned in section one of
this work. Nevertheless, because of the diversity of exist-
ing problems and the variation between each one, it is
difficult to find a standard or a method to parallelize
problems. Only specific analyses for the specific prob-
lem being approached exist, but there is not a general
method. This paper proposes a general methodology for
the conversion of a sequential algorithm into a parallel
algorithm, independent of the problem being approached.
For most problems there is: a model (implied definition
of the problem, restrictions, and variables), a solution
method (depending on the problem) and a type of algo-
rithm that better solves it (deterministic, nondeterminis-
tic). For combinatorial optimization problems, for exam-
ple, the objective is to find a solution to difficult
problems to solve, by applying nondeterministic algo-
rithms that approximate as closely as possible the opti-
mal solution and require a considerable amount compu-
tational time. This activity implies the analysis of the run
times of the proposed algorithm. Depending on the input
instance, it is possible to determine whether it is comput-
able or non-computable. Figure 1, shows the proposed
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Fig. 2. Decomposition of the sequential genctic algorithm for the problem VRPTW into main tasks.

conversion methodology which consists of three main
blocks: the identification of the problem, the solution
technique and the algorithm.

Step 1. The problem block refers to the type of the
problem to be solved.

Step 2. The solution block refers to the analysis of the
construction of the solution based on the type of problem
that is being analyzed.

Step 3. The algorithm block shows three options: first,
starting with a sequential algorithm and constructing its
equivalent parallel; second, starting with a parallel algo-
rithm and finding a solution; third, improving an existing
parallel algorithm.

Step 4. The sequential solution algorithm is analyzed
and a functions map is constructed to show clearly the in-
teraction of data between functions within the sequential
algorithm and to identify dependent versus independent
functions implied in the algorithm. By running the se-
quential algorithm, run times for each of the functions are
assigned (dependent or independent).

Step 5. The zone identification is completed by detect-
ing the functions with longer run timie.

Step 6. Once the analysis of the sequential algorithm
is finished, the computer architecture which will paral-
lelize is examined. According to the Flynn [6] taxonomy,

there are two main branches: a) the computers based on
number of processors and number of programs that are
executed and b) the computers based on the structure of
the memory. The first branch is classified in four types:
SISD (Simple Instruction Simple Data), SIMD (Simple
Instruction Multiple Data), MISD (Multiple Instruction
Simple Data), MIMD (Multiple Instruction Multiple
Data). The second branch is classified in two types,
shared memory and distributed memory. Shared memory
has two types of access: uniform access to memory,
which involves identical processors SMP (Symmetric
Multi Processing) and non uniform access, which in-
volves different access to memory for each processor. In
distributed memory, each single processor has access to
its own memory and the communication between proces-
sors is by passing messages MPI (Message Passing Inter-
face).

Step 7. The model of parallel programming to be used
is chosen. There are basically five models: shared memo-
ry, threads, MPI, data parallelization and hybrid paralleli-
zation. The choice is made depending on the equipment
that will be used.

Step 8. The algorithm is designed, taking into account
the main cycles that will conform it. It is important to
mention that when starting with a sequential algorithm
with polynomual complexity, the search with the parallel
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algorithm will be of inferior complexity, for example loga-
rithmic.

Step 9. Mechanisms of memory access control are es-
tablished in cases of shared memory. The control or syn-
chronization mechanisms commonly used in literature are
the semaphores, critical sections or passage of messages

Step 10. The load distribution is realized for each proc-
ess in processors or in threads, depending on the case.

Step 11. The algorithm is constructed using parallel
programming languages.

Applied Conversion Methodology to
Sequential Genetic Algorithm GA-VRPTW

Here the previously described methodology for a se-

quential genetic algorithm is applied to the Vehicle Rout-
ing Problem with Time Windows (VRPTW).

Step 1. The VRPTW is chosen as a combinatorial op-
timization problem.

Step 2. The solution method is Heuristic and evolu-
{lonary.

Step 3. The goal is to begin with a sequential algo-
rithm and construct its equivalent parallel algorithm. The
conversion is from a sequential algorithm to a parallel al-
gorithm, so it is necessary Lo separate it into processes.
Figure 2 shows the decomposition of the sequential algo-
rithm in its respective main tasks. The purpose is to visual-
ize the communication between data within the algorithm
and establish the run time for each task, to see which of the
tasks require greater run time which in turn affects the ef-
ficiency of the algorithm in general.
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Fig. 3. Map of functions of the sequential genetic algorithm for VRPTW.
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Fig. 4. Design and process load distribution of the sequential genetic algorithm for VRPTW .

Step 4. After detecting the tasks that consume greater
run times, the map of functions is made, which is shown
in Figure 3.

Step 5. The zone identification consists of analyz-
ing the processes of the tasks that require more time to
carry out. Those processes are candidates for paralleli-
zation or are the identified zones. For example, this can
be seen in the mutation function that is presented in
Figure 3.

Step 6. The architecture of the computer is an IBM
Series 690 Parallel Supercomputer.

IBM p690 with 32 processors, 1.3GHz, and 32GB
RAM. This equipment supports directives based on shared
memory as in Open MultiProcessing (OpenMP) and direc-
tives based on distributed memory or Message Passing
Interface (MPI).

Step 7. According to the structure of the equipment,
the programming model can be hybrid. That means that
some blocks of the algorithm work with shared memory
and other blocks work with distributed memory.

Step 8. The design of the parallel algorithm and its

process load distribution will depend much on the style of
the programmer and the environment of programming
used. Different options of parallel programming exist, us-
ing a specialized programming language, using an exist-
ing sequential programming language with adapted con-
structors to establish parallelism, or using an existing
sequential programming language and library of proce-
dures to parallelize. Some parallel programming languag-
es are: OpenMP, HPF (High Performance Fortran), jade,
and Parallel APL., among others.

Step 9. Because the programming model can be hybrid
when it works with shared memory, it is necessary to es-
tablish control mechanisms for the access to memory, ac-
cording to the style of the programmer by means of sema-
phore, critical section or passage of messages. In this case,
the work was done with critical sections using the thread
model combined with the passage of messages.

Step 10. The process load distribution can be-done by
functional decomposition or data decomposition. In this
case processes with threads were used, so the distribution
was by data decomposition (Fig. 4).
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Fig. 5. The code in Open MP.

Step 11. The construction of the algorithm is done tak-
ing into consideration all the previous steps. The follow-
ing is a fragment of the code in OpenMP (Fig. 5).

Conclusions

One of the reasons for using parallelism for most of the
authors who have worked with combinatorial problems is
to optimize the time it takes the algorithm to find a solu-
tion. The time for a parallel algorithm does not depend on
the number of processors used, but on the granularity of
each process. The proposed methodology in this paperis a
guide for parallelizing algorithms. Its purpose is to pro-
vide an auxiliary tool in the process of conversion or con-
struction of parallel algorithms. This methodology, ap-
plied to the sequential genetic algorithm, generated
information on how to design the parallel genetic algo-
rithm. Future work will show the experimental results of
the parallel genetic algorithm.
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