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Abstract

This paper presents an evolutionary algorithm that uses the combination of the selection operator the

best” and the proposed operators, crossover ,,crossover-k” and intelligent mutation ,mutation-S.” The initial

population (feasible individuals) is generated with the k-means algorithm of clustering (Data-Mining Tech-

nigues). The proposed algorithm solves the Vehicle Iiouting Problem with Time Windows, problem type C

(clustered customers classification) with 100-node problems.
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Introduction

The Vehicle Routing Problem (VRP) is a problem
based on the assignment of routes to vehicles in order to
attend different clients [1]. A variant of the Vehicle Rout-
ing Problem is the Vehicle Routing Problem with Time
Windows (VRPTW), which is characterized by the use of
time intervals assigned to each client, known as time win-
dows. The time window increases the number of restric-
tions in the problem which makes the solution search
more difficult. Some solutions used in the literature are for
genetic algorithms. For example, Thangiah [2] proposes a
genetic algorithm that consists first of grouping by route
and applying the global search strategy, and second by us-
ing a post-optimization local heuristic which changes and
moves between routes to approach the solution. The clus-
tering method of clients is used in genetic algorithms. The
Thangiah solution works well for problems of type R and
RC of VRPTW instances. Zhu [3] proposes a genetic algo-
rithm that uses a clustering method called the Push-For-
ward Insertion Heuristic (PFIH). The PFIH is used by
Thangiah and introduced by Solomon [4]. The PFIH goar-

antees the discovery of a feasible solution if one exists,
and from the feasible solution it generates the initial popu-
lation. The Zhu genetic algorithm uses a mutation based
on i probabilistic scheme which has a mutation rate of
0.06. The Zhu algorithm generates solutions near the opti-
mum reported for instances C, R and RC. Authors such as
Gonzalzz [5] and Olivera [6] mention the use of the cluster
or applied clustering heuristic technique to routing prob-
lem: and compare the cluster technique to a genetic algo-
rithim. This paper proposes the cembination of the k-means
algorithm (clustering technique) with a genetic algorithm
to solve the Vehicle Routing Problem with Time Windows
(VRPTW). The proposed genetic algorithm consists of the
combination of three operators. One operator is the selec-
tion-operator called the best, which is used commonly in
literature. The other two operators are those proposed by
the authors of this paper, the crossover operator (crosso-
ver-k) and the mutation operator (mutarion-S). The initial
population is generated by the k-means algorithm (cluster-
ing technique) commonly used in Data-Mining Tech-
niques. This work focuses its attention on the mutation-5
operator, which minimizes the value of aptitude of cach
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Fig. 1. Solution methodology.

individual. An individual consists of a set of genes
grouped into chromosomes. An individual in VRPTW 18 a
route made up of sub-routes (chromosomes), each sub-
route is made up of nodes (genes). The mutation-S opera-
tor is called intelligent because it does not randomly make
changes, instead it attempts to reduce the total distance
travelled by only making changes that satisfy the time and
capacity constraints. Later in the paper, the operation of
the mutation-S operator will be explained in detail. Sec-
tion Methodology of Development explains the methodol-
ogy used to construct the solution. Section Results ana-
lyzes the obtained results and the experimentation showing
the efficiency and efficacy of the algorithm in comparison
to other algorithms reported in literature, and last section
presents the conclusions.

Methodology of Development

Fig. 1, shows the methodology used to construct a so-
lution to VRPTW. The methodology consists of a genetic
algorithm that contains a selection operator called the best,
a crossover operator called crossover-k and a mutation
operator called mutation-S with an initial population gen-
erated with the k-means algorithm (clustering technique)
commonly used in Data-Mining Techniques. In the devel-
opment process it is important to emphasize the signifi-
cance of the initial population. If feasible individuals or
good individuals are used, as Tan [7] mentions, a better
individual solution can be obtained. In the proposed ge-
netic algorithm, the population is created by means of the
k-means algorithm (clustering technique) in which the -
dividual is grouped according to its geographic distribu-
tion as indicated by the instances of the Solomon bench-
mark.

This methodology starts with a feasible individual so-
lution, which is not necessarily the best one, and attempts
to find a good individual solution, minimizing the value of
the fitness function. Starting with the individual solution,
and using the intelligent mutation operator mufation-S,
each gene is reorganized on its respective chromosome to

arrive at a better individual solution. This means that the
clustering of genes in the individual results in crossing a
smaller total distance since the clustering will be between
genes near to each other in the Euclidian space.

In order to obtain a solution, the authors of this paper
propose a genetic algorithm that uses the combination of the
selection operator ,the best”, and the proposed operators of
crossover ,.crossover-k”’ and intelligent ,,mutation-5".

The description of the proposed genetic algorithm
called GA-VRPTW follows:

0 Begin

1 Initial-Population (); // k-means clustering

2 NumG=0;

3 while(NumG!=20)

4 { Arrange-list ();

5 for(i=0 to 500){ /i individuals

6 Selection-theBest ();} // Selection operator
7 Crossover-K {);  // Crossover operator

8 Mutation-S (); // Mutation Operator

9 NextGeneration();

Distances-T ();
NumG=NumG+1;
12}/ end while
13 End

The temporal function that represents the crossover
mechanism is a second order polynomial as in equation
(1), with a computational complexity O(n?). Equation (2)
is the temporal function of the mutation-S mechanism
with a computational complexity of O(r?). Equation (3) is
the glebal temporal function of the GA-VRPTW genetic
algorithm.

// Compute the total distances

L
- o

T(n) = c,n® + cyn + ¢4 @9)
T(n) = e ;n® + con® + can + ¢y (2)
T(n) = c;n’ + c,n® + c3n° + €40 + Cs 3)

The temporal function of the GA-VRPTW algorithm
is a fourth order polynomial with a computational com-
plexity O(n*).

The genetic algorithm that uses the selection operator
the best, consists of taking the best individual each time the
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cycle is repeated in GA. The crossover operator crossover-k
makes a random crossover of two individuals, which gener-
ates two individuals. The crossover procedure takes two
numbers randomly and carries out the crossover exclusively
in the node that corresponds to both individuals, in order to
avoid repetition and not violate time and capacity restric-
tions. The intelligent operator mutation-S proposed by the
authors is unlike other mutation operators such as based on
swap [8], insertion [9], and simple investment [10] which
randomly select the gene to mutate. The mutation operator
mutation-S is called intelligent because instead of choosing
the candidate randomly, it searches to minimize the total
distance crossed. The intelligent operator mutation-S (Fig.
2). searches for a gene with greater implied distance, called
gene-candidate, and looks for another gene, called gene-
mutation. The gene-mutation must have a shorter distance
than the gene-candidate. Once the operator muration-S has
identified these genes, the gene-mutation makes the change
only if the time and capacity constraints are not violated.
With the movements of genes in an individual, the operator
mutation-S reduces the fitness.

The operator mutation-S is explained by an example of
an individual with 10 genes. The individual must fulfill
demand, time window and distance constraints. The proc-
ess was initiated by taking an individual from the popula-
tion. The operator searched for a gene with the greatest
distance, this gene was the gene-candidate for mutation.

Then it searched throughout the individual for the genes
with smaller distances than the gene-candidate. Then the
gene with the smallest distance from the node-candidate
was the gene that was mutated (the distance of each gene
1s taken from the matrix of Euclidian distances, calculated
based on the proposed distribution by the instance of the
problem).

Results

The experimentation was performed on a computer
with the following characteristics: a Pentium processor
with 1.60 GHz with 1 GB of RAM, Microsoft Visual C++
6.0 software, Heuristics Laboratory [11] software, and
Windows XP operating system. The instances used were
type C (Clustered Customers Classification) for 100-
nodes taken from the instances by Solomon [12] bench-
mark for VRPTW. The input parameters for the experi-
mentation in all the algorithms were made with an initial
population of 1000 individuals and 20 generations. The
obtained results are compared with results reported by
authors who have worked with genetic algorithms applied
to VRPTW [13-15]. Table 1 shows the results obtained by
the genetic algorithm with intelligent mutation. V repre-
sents the vehicles number, Best represents the best result,
Average represents the average of all execution, G repre-
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Fig. 2. Intelligent mutation operator Mutation-S.
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Table 1. Results obtained by the genetic algorithm with the intelligent mutation operator.

sents standard deviation, Op* represents the optimum re-
sult reported in the literature, V* represents the optimum
vehicle number and RE represents the relative error. Table
1 shows that the GA-VRPTW algorithm found the optimal
solution reported in literature for the C101.100, C105.100
and C108.100 instances, and for the other instances the
GA-VRPTW is near the optimal solution with a small
relative error. ;

Table 2 shows the results of the efficiency and effec-
tiveness of the genetic algorithm with the intelligent muta-
tion operator compared to algorithms of the heuristics
laboratory [11] software, which contains genetic algo-
rithms. The efficacy of the GA-VRPTW algorithm is high
compared to the following algorithms: Genetic General
Algorithm (GGA), Steady State Genetic Algorithm
(SSGA) and Sexual Genetic Algorithm (SXGA) as re-
ported by the heuristics laboratory software, because the
GA-VRPTW algorithm generates results near the optimal
solution in many cases, and finds the optimal solution for
the instances C101.100 C105.100 and C108.100. When
comparing efficiency, the heuristics laboratory algorithms
are slightly faster for some instances of the GA-VRPTW
algorithm. This may be because the GA-VRPTW uses the
mutation-S mechanism which performs more operations
while trying to diminish total distance crossed by conduct-

ing several searches among the genes of the individual.
Even though the time function of this mechanism (sce
equation 2) is polynomial so the proposed operator can
conserve a good efficiency for largest instances, the addi-
tional searches require increased algorithm run time. For
the C101.100, C106.100, and C107.100 instances used in
the GGA algorithm and for the C103.100 and C106.100
instances used in the SXGA algorithm, the run times of the
GA-VRPTW algorithm are better.

Where: GGA= General Genetic Algorithm, SSGA=
Steady State Genetic Algorithm, SXGA= Sexual Genetic
Algorithm, UB= Upper Bound, 7 = time in seconds, Op=
optimum.

The GA-VRPTW genetic algorithm proposed com-
petes in efficacy and efficiency with the GGA and SXGA
algorithms, for instances of type C (Clustered Customers
Classification) for 100-nodes taken from the Solomon
[12] instances for VRPTW. The k-means algorithm (clus-
tering technique) when applied to the construction of the
initial population in combination with the operator muta-
tion-S generated good results for the instances that by
definition are represented in the Euclidian space in clus-
tered form (instances type C). Table 2 presents the com-
parative results of efficiency and efficacy of the GA-
VRPTW as well as other genetic algorithms for VRPTW.

Table 2. Comparative results of efficiency and efficacy of the GA-VRPTW vs. other genetic algorithms for VRPTW.

SRR

Benchmark v Best Average o Op* Vi RE ‘
cl101.100 10 827.3985 962.7439 107.8829 827.3 10 0.0119062 }
c102.100 10 828.2443 1027.1140 126.6793 S273 10 0.1141423
¢103.100 10 827.4851 986.2039 116.9508 826.3 10 0.1434304
c104.100 10 824.0308 1077.0705 124.9379 822.9 10 0.1374278
c105.100 10 827.3167 950.8616 99.4707 827.3 10 0.0020294
c116.100 10 827.4854 970.5487 109.2358 s 10 0.0224102
¢107.100 10 827.8844 992.7809 122.4051 827.3 10 0.0706498
c108.100 10 827.3336 962.8849 105.4526 827.3 10 0.0040704
¢109.100 10 827.6744 970.1983 106.5438 827.3 10 0.0452577

GA-VRPTW GGA SSGA SXGA
Benchmark Op
UB t, sec UB t, sec UB t, sec UB t, sec
C101.100 827.3 2223 931.0 g2 1099.9 23 1143.7 2100 827.3
C102.100 828.2 2734 1159.1 1740 1204.2 24 1159.8 2040 827.3
C103.100 8274 2196 1204.8 1680 1184.8 24 1222.6 2220 826.3
C104.100 824.0 2515 1109.9 1740 1256.6 22 1101.9 1920 822.9
C105.100 827.3 2313 1047.1 2100 1038.1 24 038.9 1860 827.3
C106.100 827.4 2131 1108.0 2280 1163.4 D5 1046.2 2160 827.3
C107.100 827.8 2048 1171.9 3180 1301.8 23 1064.8 1800 827.3
C108.100 8273 2051 1008.9 1860 1224.7 24 1072.1 2220 827.3
C109.100 827.6 1985 1143.8 1800 1208.3 24 1164.7 2460 827.3
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In this table it can be observed that the GA-VRPTW algo-
rithm for the C101.100, C105.100 and C108.100 instances
found the optimal solution reported, for the other instances
the GA-VRPTW is very near to the optimal solution.

Conclusions

From the results obtained by the GA-VRPTW genetic
algorithm using the operators of mutation (mutation-S)
and crossover (crossover-k), the authors conclude that in
terms of efficacy and efficiency, the GA-VRPTW algo-
rithm competes with the GGA, SSGA and SXGA algo-
rithms. The GA-VRPTW has better efficacy because
none of the competing algorithms found the optimal so-
lution. When comparing efficiency, the GA-VRPTW al-
gorithm is competitive with the GGA and SXGA algo-
rithms but there is a small difference between times;
probably because of the mutation-S mechanism in GA-
VRPTW algorithm, which involves several additional
searches which consume time. The time function of the
GA-VRPTW algorithm 1s of O(n*) polynomial grade.
Another one of the mechanisms that the GA-VRPTW
algorithm uses is the k-means algorithm (clustering tech-
nique), clustering individuals by the nearest node. For
instances of C (clustered customer classification) it gen-
erates good results using only the coordinates (x, y) ob-
tained from the instance. The individuals generated by
the k-means become feasible by applying the genetic al-
gorithm that verifies the time window and demand re-
strictions. Future work will improved the clustering
technique and will test instances of type R (customers
location generated uniformly randomly over a square)
and RC (randomly and clustered customer classification)
for 100-nodes of the instances of Solomon [12] for
VRPTW. It is proven that the proposed algorithm is very
competitive compared with other genetic algorithms and
in some cases is even better.
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