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Abstract 
 

In this paper a comparative analysis of a 

neighborhood structures group are presented, 

including a hybrid structure, which arises of a 

combination of this set of structures. The efficiency and 

effectiveness of each structure was tested using the 

Classical Symmetric Travelling Salesman Problem. 

This study identifies the neighborhood structure that 

allows performing a better exploration and 

exploitation of the space solutions to discrete 

optimization problems. A neighborhood hybrid 

structure proposed has better performance comparing 

with other techniques, this is experimentally proved; in 

addition a competitive efficiency is shown. 

 

1. Introduction 
 

Many problems treated within the Combinatorial 

Optimization area require a search of approximate 

solutions due to the complexity and nature of these. 

This kind of problems is known as NP-Complete [1]. 

Due to the hardness of such problems, heuristic 

techniques have been used to neighborhood search 

structures, which have shown to be efficient methods 

searching approximated solutions for these problems.  

In this paper five different neighborhood search 

functions are presented for the Classical Symmetric 

Travelling Salesman Problem. The essential part of a 

neighborhood is its size and structure [2]. While the 

neighborhood size is larger, the locally optimum 

solutions quality will be better, as well as the precision 

of final solution found, therefore, a heuristic with a 

large neighborhood will be more effective, otherwise, 

the time required to perform an iteration within the 

neighborhood will be increasing according to the size 

of neighborhood. According to this, finding an 

adequate neighborhood size it is required, which 

permits generate the best possible performance of the 

neighborhood function. 

The choice of a neighborhood structure is performed 

by an analysis of effectiveness and efficiency of several 

structures to determine the type of structure to handle 

before it is implemented within meta heuristics such as 

Simulated Annealing, Iterated Local Search, Tabu 

Search [3], Memetic Algorithms [4], Ant Colony [5], 

among others. It allows that these meta heuristics works 

more efficiently searching global optimums in NP-Hard 

problems. 

The hypothesis proposed in this paper is, given the 

complexity of solution space for discrete problems, it is 

possible that a hybrid structure get local optimums in a 

less complicated way, because it handles all the search 

features of each neighborhood structure that make it, 

allowing better solutions in a neighborhood, resulting 

in a better exploitation of the solution space for NP-

Complete problems to reach a global optimum. 

This paper is divided in the following sections. 

Section one is the introduction. Section two gives a 

general introduction to neighborhood features and 

define the Classical Symmetric Travelling Salesman 

Problem, which is used to test the performance of 

neighborhood structures under study. Section three 

presents the neighborhood search structures used in this 

research. Section four details the experimental testing, 

as well as the performance of neighborhood search 

techniques used. Section five presents the conclusions 

of this work.  

 

2. Search by Neighborhood 
 

A neighborhood is defined as a set of near solutions in 

an initial solution given, that is, given a feasible point 

Ss  in an instance of a problem, a neighborhood of 

s is defined as a set N(s) of feasible points near s. The 

set N(s) called the neighborhood s, indicates that each 

solution  sNs'  can be reached directly from f in 

one step. In accordance with this, the neighborhood is 

defined by the function
SSN 2:  . To improve a 



solution s, it is necessary moving step by step from an 

initial feasible solution towards a solution that provides 

the minimum value of the objective function C, which 

usually involves costs. 
    The essential point of procedure is to start from a 

feasible point s and the set of solutions in N(s), it is 

chosen an s’ to improve C by a stochastic procedure, 

this is C(s’) <= C(s), with this, it is a replacement of 

the solution s and is positioned in this new point s'. So, 

each solution found that improve the before one 

considers the new provisional value of the objective 

function until the solution is no longer improved. The 

choice of an appropriates neighborhood structure is a 

critical aspect of designing this class of algorithms, so, 

choose that structure allowing a better exploration and 

exploitation of the solution space 

    Any optimization problem has a set, either finite or 

infinite number of possible solutions, according to its 

classification within the Complexity Theory. These 

types of local search algorithms are iterative, so, they 

start from an initial feasible solution and they are 

exploring the solution space to find neighbor solutions 

that improve the current solution, using several search 

strategies. That is, having a solution s given, any 

solution s' can be found from the solution s, through a 

performance called movement, which is the technique 

used to realize the exploration of the solution space. 

The kind of movement defines the structure and size of 

a neighborhood. 

It is said that s is a local optimum if it is not a solution 

within N(s) that improves. The basic idea of the 

neighborhood structure is that, from an initial solution 

s, its neighbors N(s) are explored and evaluated to find 

a new better solution  sNs' . 

To determine the structure of a neighborhood, a 

neighborhood must be defined and the selection criteria 

of a neighbor. That is, if the selection criterion is true, a 

movement is realized, the process is repeated until the 

solution found can not be better, so, it is said to have 

reached a local optimum. Figure 1 shows the general 

algorithm for neighborhood search. The kind of 

movement to select a neighbor defines the 

neighborhood structure. 

 
Figure 1.  General Algorithm for Neighborhood Search 

 

    The Combinatorial Optimization area and the 

Complexity Theory are an essential part of the 

environment of the Classical Symmetric Travelling 

Salesman Problem (CSTSP). The Discrete 

Optimization studies modeling and algorithmic solution 

of complex problems which seeks to maximize or 

minimize an objective function of several variables 

defined on a discrete set [1, 6]. Its application is 

distributed in different areas such as industry, logistics, 

computer science, engineering and business 

administration, this problem has been widely studied by 

researches around the world. 

    The Complexity Theory studies the resources 

required to solve a problem such as the time (number 

of steps for implementing an algorithm to solve a 

problem) and the space (amount of memory used to 

solve a problem) [7]. Based on the study of the above 

resources, the complexity theory classifies problems 

based on the difficulty to solve them. 

    The classification of complexity theory is divided 

into P problems (polynomial), NP (Nondeterministic 

polynomial) and NP-Complete. 

    The P class includes the problems which can be 

solved by a deterministic machine in polynomial time. 

NP problems are those can be bounded by a 

nondeterministic machine in polynomial time. There 

are plenty of problems classified as NP complete, one 

of the most studied by researchers is the Travelling 

salesman problem.  

    The Classical Symmetric Travelling Salesman 

Problem (CSTSP) consists in minimizing the distance 

traveled by Travelling salesman to visit every city once 

and returning to the home town [8]. The CSTSP is a 

well known problem within the combinatorial 

optimization area due to its classification as NP-

Complete problem in the Complexity theory. For this 

reason we resorted to the use of approximate methods 

for finding near-optimal solutions in a reasonable 

computational time [6]. 

    We can define a tour as a complete path that visits 

each city only once, so, each solution corresponds to a 

path. The solution space of the problem is given by a 

set of π cyclic permutations of the n cities. 

 
Figure 2. Undirected graph to the Classical Symmetric 

Travelling Salesman Problem 



    This problem can be modeled easily by an 

undirected graph which forms a clique, where each 

vertex represents each city to visit and edges are tours 

or distances in kilometers that the Travelling salesman 

has to travel going from city i to city j (Figure 2).   

    Let a graph G = (V, E), where V defines the nodes or 

cities to visit, V = {1, …, n} and E represents edges or 

distances to travel from city i to city j, therefore E = 

{(i, j) : i, j  V}, and let cij the associated cost with the 

edge (i, j), according to this, the Classical Symmetric 

Travelling Salesman Problem can be formulated as 

follows (Figure 3). 
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Figure 3. Mathematical Model of Integer Linear 

Programming for the Classical Symmetric Travelling 

Salesman Problem, Fischetti et al., in [9] 

 

    According to the mathematical model presented in 

Figure 3, constraints represents by (2), (3) and (4) 

specify that the starting point i is the same as the end of 

the tour, in addition, each city must be visited only 

once, in order to satisfy the objective function which is 

represented by (1) that minimizes the total cost of the 

tour. 

 

3. Neighborhood Structures  
     

    A neighborhood search technique is implemented in 

order to improve a solution, which is necessary to 

move step by step from an initial feasible solution that 

provides the minimum value of the objective function 

C [10]. 

    The difference between neighborhood search 

techniques lies in the type of movement that is 

performed iteratively to go from an initial solution to a 

better neighbor solution, until it can not be improved, 

then it is said to have reached a local optimum. The 

following explains the five neighborhood techniques 

used in this study. 

 

 

3.1. Neighborhood Structure using an 

Adjacent Pair 
 

    An initial feasible solution s is generated for 

neighborhood search structure using an adjacent pair 

[11, 12, 13], from this solution, a random number num 

is chosen, it corresponds to a vector position where the 

initial solution is stored. 

    When the random position is already chosen, num + 

1 is taken in vector (Figure 4) and the permutation is 

realized between this adjacent pair of numbers to get a 

new neighbor solution s’. 

 

 
Figure 4. Adjacent permutation to a feasible solution from a 

position chosen randomly 

 

3.2. Neighborhood Structure using a Random 

Pair  
 

The same procedure used for an adjacent pair is 

applied to carry out a neighborhood search using a 

random pair [1, 12, 14], the difference is that two 

random numbers n and n1 are generated, those numbers 

must not be adjacent in the solution vector (Figure 5). 

 
Figure 5. Random permutation in a feasible solution from 

two positions selected randomly 

 

3.3. Neighborhood Structure using two 

Adjacent Pairs  
 

    In case of a permutation using two adjacent pairs 

[15], it was necessary to generate randomly two 

numbers that satisfy the following (Figure 6): they must 

be different numbers and each adjacent pair must not 

be adjacent with another pair. 

 

 
Figure 6. Two adjacent permutations from two positions 

selected randomly.  

 



3.4. Neighborhood Structure using two 

Random Pairs  
 

A neighborhood search technique that uses two random 

pairs [14, 16, 17], requires the generation of four 

random numbers, which must be different and 

nonadjacent (Figure 7). 

 

 
Figure 7. Two permutations of random pairs using four 

positions in randomly form 

 

3.5. Neighborhood Hybrid Structure 
 

    The neighborhood hybrid structure proposed in this 

work is a mixture of the techniques explained 

previously; an adjacent pair, a random pair, two 

adjacent pairs and two random pairs. The type of 

permutation is chosen randomly during the algorithm 

execution (Figure 8). 

 

 
Figure 8. Before any exchange, the algorithm decides 

randomly what type of permutation will be realized (adjacent 

or random permutations). 

 

 

4. Experimental Results  
 

    The experimental tests of neighborhood search 

techniques were realized in a laptop with Intel Centrino 

Core 2Duo processor at 2.0 GHz, 3 GB RAM and 

Windows Vista O. S. The compiler used was Visual C, 

2008. The compiler used was Visual C, 2008.  The test 

problems were randomly generated with 200, 500, 

1000, 2000 and 4000 cities respectively. 

    Each neighborhood search technique conducted 30 

executions of each instance size, using a stop criterion 

of 5 minutes for each test problem. Results obtained 

were saved in terms of the best solution, the number of 

times was found and the total number of iterations 

made during execution. The same test problems were 

executed in each neighborhood search technique, this 

allows performing a direct comparison with the results 

and conduct a more reliable analysis. 

 

4.1 Effectiveness Tests 
 

    Tables from 1 to 5 present the results obtained with 

the instances of CSTSP executed in the neighborhood 

search techniques, to evaluate the average cost function 

and its standard deviation   for 30 tests in each 

instance. It is observed that the neighborhood hybrid 

search technique is better in effectiveness in most of 

the instances of CSTSP, there is an exception in the 

instance of 500 cities where the hybrid technique is in 

second place of effectiveness. 

     In order of effectiveness, the second most effective 

technique uses permutations between two random 

pairs. The standard deviation behavior to hybrid 

technique shows that the dispersion of the solutions is 

higher than the other techniques, this means that 

solutions of the 30 tests are different depending of the 

instance where it is executed, therefore it has a greater 

exploitation of the solution space, because it has access 

to a wider range of solutions, due to the different type 

of movements (adjacent and nonadjacent), which are 

realized randomly. 

    Tables from 1 to 5 also present the results of the 

instance evaluated, as hypothesized, the best solution 

was obtained by the neighborhood hybrid structure 

technique, this indicates that a hybridization can get 

better solutions; it is shown either the best solution or 

the worst solution. The worst solution is one of the 

lowest comparing results of the other techniques. There 

is an exception in the instance of 1000 cities where the 

worst solution is one of the poorest found. 

cities. 

 

Table 1. Results for 200 cities 

Structure Best Worst Average   

Adjacent pairs 1913 2128 2012 58 

Random pairs 1871 2093 1994 61 

Two adjacent 

pairs 
1865 2076 1974 48 

Two random  

pairs 
1852 2041 1945 51 

Hybrid 1792 2048 1945 64 

 

 

 

 

 

Table 2. Results for 500 cities 



Structure Best Worst Average   

Adjacent 

pairs 
5006 5248 5161 58 

Random pairs 4953 5228 5118 70 

Two adjacent 

pairs 
5007 5235 5123 57 

Two random 

pairs 
4946 5176 5057 69 

Hybrid 4942 5218 5098 70 

 

Table 3. Results for 1000 cities 

Structure Best Worst Average   

Adjacent 

pairs 
48565 50346 49661 525 

Random 

pairs 
48173 50376 49375 587 

Two adjacent 

pairs 
47820 50105 49202 579 

Two Random 

pairs 
47441 50527 49166 789 

Hybrid 47424 50527 49128 795 

 

Table 4. Results for 2000 cities 

Structure Best Worst Average   

Adjacent 

pairs 
100095 101793 101075 520 

Random pairs 99148 101555 100617 630 

Two  adjacent 

pairs 
99136 101743 100467 705 

Two  random 

pairs 
97795 101043 99856 819 

Hybrid 97712 101615 100232 846 

 

Table 5. Results for 4000 cities 

Structure Best Worst Average   

Adjacent 

pairs 
196935 198776 198292 423 

Random 

pairs 
196627 198819 198092 575 

Two adjacent 

pairs 
196032 198341 197373 540 

Two random 

pairs 
195579 198289 197524 617 

Hybrid 194498 198309 197280 875 

 

 

4.2. Efficiency Tests 
 

    It was performed the time calculation to obtain 1000 

solutions in each CSTSP instance for each 

neighborhood search technique. Figure 9 presents the 

performance of each technique as will increasing the 

instance size. 

    Figure 9 shows that in the range of 200 to 2000 cities 

in efficiency performance, the hybrid structure 

proposed is similar to other structures. Naturally, the 

behavior of interest is in case of large instances. In case 

of the instance of 4000 cities, the hybrid structure 

proposed is within a competitive range competitive 

with other neighborhood structures, because, although 

this is not what has the best efficiency, it is not the 

worst performance. 

 
Figure 9. Results of each neighborhood structure taking 

1000 solutions in a range of 200-4000 cities 

 

    Figure 9 shows, in case of 4000 cities, the efficiency 

of hybrid structure is in the middle comparing with 

other structures, that is, the efficiency order of the 

algorithms from the best to the worst is as follows, 

Hybrid, two random pairs, two adjacent pairs, random 

pair and adjacent pairs. 

    The efficiency of hybrid structure behavior is logical 

because it is composed of the other four structures and 

the implementation of each one in a hybrid is 

randomly, which makes that the hybrid structure 

efficiency is in the middle. Also, figure 1 shows  that 

the time to find 1000 solutions increase considerably, 

due to the larger neighborhood necessarily need more 

time to be explored, thus, the response time to find 

1000 solutions increases. 

 

Future Work 
 

Implementation of neighborhood hybrid structures for 

meta heuristic to evaluate the effectiveness and 

efficiency to improve the performance of these meta 

heuristics. 

 

5. Conclusion 
 

    According to the results obtained in the efficacy 

analysis, the hypothesis of is proved that a 

neighborhood hybrid structure can more easily achieve 

better solutions. This is shown experimentally to 

perform an analysis of five types of neighborhood 



structures applied to the Classical Symmetric 

Travelling Salesman Problem which is considered a 

NP-complete problem. It is shown that the efficiency of 

neighborhood hybrid structure is practically the same 

behavior from the other four structures presented for 

instances of Classical Symmetric Travelling Salesman 

Problem in a range from 200 to 2000 cities. From 4000 

cities, the hybrid structure efficiency decreases, being 

at the top of structures an instance of 4000 cities, the 

hybrid structure decreases its structures being at the top 

of structures. The permutation of two pairs in each 

iteration and below the structures that handle 

permutation of a single pair in each iteration.  

    Applying this kind of neighborhood hybrid structure 

to meta heuristic like Simulated Annealing, Memetic 

algorithms and another kind of heuristics that applies 

iterative local search, in NP-complete problems, 

suggest that would improve the effectiveness of these 

meta heuristics. 
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